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Weiss—Weinstein Lower Bounds for Markovian
Systems. Part 1: Theory

Ilia Rapoport and Yaakov Oshman, Fellow, IEEE

Abstract—Being essentially free from regularity conditions, the
Weiss—Weinstein estimation error lower bound can be applied to
a larger class of systems than the well-known Cramér-Rao lower
bound. Thus, this bound is of special interest in applications in-
volving hybrid systems, i.e., systems with both continuously and
discretely distributed parameters, which can represent, in prac-
tice, fault-prone systems. However, the requirement to know explic-
itly the joint distribution of the estimated parameters with all the
measurements makes the application of the Weiss—Weinstein lower
bound to Markovian dynamic systems cumbersome. A sequential
algorithm for the computation of the Cramér-Rao lower bound for
such systems has been recently reported in the literature. Along
with the marginal state distribution, the algorithm makes use of
the transitional distribution of the Markovian state process and
the distribution of the measurements at each time step conditioned
on the appropriate states, both easily obtainable from the system
equations. A similar technique is employed herein to develop se-
quential Weiss—Weinstein lower bounds for a class of Markovian
dynamic systems. In particular, it is shown that in systems satis-
fying the Cramér—Rao lower bound regularity conditions, the se-
quential Weiss—Weinstein lower bound derived herein reduces, for
a judicious choice of its parameters, to the sequential Cramér—Rao
lower bound.

Index Terms—Dynamic Markovian systems, estimation error
lower bound.

I. INTRODUCTION

HE problem of a priori assessment of estimation errors
arises each time a suitable system architecture is required
in order to achieve some prescribed estimation performance. A
natural way of performing such an assessment is to investigate
the behavior of the estimation error covariance matrix produced
by the appropriate minimum mean-square error (MMSE) filter.
Unfortunately, a closed-form optimal filter is unavailable for the
majority of practical systems, calling for the use of alternative
estimation error measures, e.g., lower bounds on the estimation
error covariance matrix.
The most popular lower bound is the well-known Cramér—
Rao lower bound (CRLB). This bound is presented in [1, p. 84]
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in the context of Bayesian estimation of static random parame-
ters. In that formulation, also known as the Van Trees version of
the CRLB, the underlying static random system is assumed to
satisfy the so-called CRLB regularity conditions [1, p. 72], that
is, absolute integrability of the first two derivatives of all related
probability density functions (pdf’s). Later, [2], [3] provided a
CRLB derivation under less restrictive requirements, but even
these weaker conditions state, among others, that all associated
pdf’s must be continuously differentiable [3].

The first derivation of a sequential CRLB version appli-
cable to discrete-time dynamic system filtering, the problem
addressed in this work, was presented in [4] and then extended
in [5]-[7]. Recently, the most general form of sequential CRLB
for discrete-time nonlinear systems was presented in [8]. To-
gether with the original static form of the CRLB, these results
served as a basis for a large number of applications [9]-[13].

Unfortunately, the requirement to satisfy the CRLB regu-
larity conditions, even in their weakest form, rules out the use
of the CRLB in many practical applications. A suitable example
are hybrid systems, i.e., systems with both continuously and
discretely distributed parameters [14], which may be used to
model, e.g., maneuvering targets [15] or a fault-prone behavior
[16, p. 177]. Two bounds for such systems, which have been
recently presented by the authors, are [17] and [18].

There is still another, more powerful bound, known in the
literature as the Weiss—Weinstein lower bound (WWLB) [3].
Both the CRLB and the Bobrovsky—Zakai lower bound are spe-
cial cases of the WWLB [19]. Being essentially free from regu-
larity conditions, the WWLB can be applied to a very large class
of estimation problems, including estimation of discretely dis-
tributed parameters. However, in order to use the WWLB, one
has to know the joint distribution of all the estimated parame-
ters with all the measurements. Unfortunately, the computation
of this distribution is very cumbersome in dynamic systems de-
scribed by Markov processes, where only the transitional dis-
tribution of the states and the distribution of the measurements
at each time step conditioned on the appropriate states are di-
rectly available. Therefore, direct application of the WWLB to
dynamic systems is impractical.

Based on the authors’ conference paper [20], the present work
derives a sequential form of the WWLB via an extension of the
technique proposed in [8]. It is shown that, under certain condi-
tions, the sequential form exists. Directly using the transitional
state distribution, the measurement conditional distribution, and
the marginal state distribution, renders the resulting class of
WWLB’s practical for Markovian dynamic systems. It is also
shown that the sequential CRLB [8] is a special case of the new
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sequential lower bound. Moreover, the companion paper [21]
presents an application of the sequential version of the WWLB
to several classes of fault-prone systems and relates it to other
existing sequential lower bounds.

The remainder of this paper is organized as follows. The
standard WWLB is presented in Section II. In Section III, the
Markovian dynamic system of interest is defined, and some
basic assumptions are made and discussed. The paper’s main
result, namely the sequential version of the WWLB, is derived
in Section IV. The relation of this bound to the sequential
CRLB of [8] is presented in Section V. Concluding remarks
are offered in the last section. For improved readability, several
auxiliary results are presented in Appendices A and B. For
presentation clarity, the notational convention of [1] is adopted,
according to which lower-case and upper-case letters are used
to denote random variables and their realizations, respectively.

II. WEISS—WEINSTEIN LOWER BOUND

Let x € R™ be arandom vector of parameters and lety € R™
be a corresponding measurement vector. Then, according to [3],
for any matrix

H=1[h hs h,] € RPX™ )
with columns h; € R™, ¢ € {1,...,n}, any estimator Z(y), and
any set of numbers {s1, S2,...,$,} such that s; € [0,1], the

Weiss—Weinstein lower bound on the estimation error covari-
ance matrix of z is

E[(z = &(y)(z - i(y))"] > HGT'H" @

where the (1, j) element of G is given as shown by equation (3)
at the bottom of the page, and the likelihood ratio L(Y; X1, X5)
is defined as

L(Y; X1, Xs) £ Py.s(Y: X1) 4

py,z(Y7 XZ) .

The integration in the mathematical expectations is carried out
over the support of the joint pdf p, ., denoted by supp py,..
Notice that the matrix G is symmetric.

Remark 2.1: The matrix H and the set of numbers
{s1,82,...,8n} are arbitrary. Thus, (2) presents a family
of estimation error lower bounds. Moreover, these quantities
can be used as tuning parameters to tighten the bound. As
reported in [3], the choice s; = 0.5,¢ = 1,2,...,n often
maximizes the WWLB.

2017

III. DEFINITIONS AND BASIC ASSUMPTIONS

A. Markovian Dynamic System

Consider a dynamic system, characterized by a Markovian
state process {2 } =, that is measured through a measurement
process {yr}>,, where z; € R”™ and y;, € R™. The time
histories of the states and the measurements are denoted by

T
Z, & [zg,zf,...,zg] (5a)
T
and their realizations are denoted by
T
E'ké Z0T7Zirvzlz1 (63)
T
T2 |V Y (6b)
The joint distribution of Z; and )Yy is given by
k
Pz, Bk, Ti) = pr1|z1 Yol Z0)paygz (Zi | Zi1) (D
1=0
where
pz0|z_1 (ZO | Zfl) =Pz (ZO) (83-)
Pyolzo (Yo | Zo) = py, (Yo). (8b)

Finally, for some time instant [ and some vector h(l) € R™,
define

Anay £ {Z1—1 such that {Z;_; € supp p.,_, }
N Zi—1 + h(l) € supp p;,_, }} 9)

and define o;(h(l), Z;—1) as shown by equation (10) at the
bottom of the next page. Then, the sequential bound to be devel-
oped in the sequel applies to systems satisfying the following
fundamental assumption.

Assumption 3.1: For every time instant [ there exists h(l) €
R™ satisfying

Anay # 9 (1D)

E

<LS7. (y;x + hi-,:l?) - Ll_Si (y7x - h77$)> (sz (y’x =+ h].,x) — Ll—S]‘ (y;x — h]7$)>‘|

Gij =
E

Lsi(y; 2 + hy, x)

3
E

Lsi(y; 2 + hj,:v)]
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such that

Ozl(h(l%Zl,l) = Oél(h(l» VZ,_1€ Ah(l) (12)

Remark 3.1: In systems satisfying Assumption 3.1, oy (h) is
an even function of h, that is, ay(h) = ay(—h).

Remark 3.2: The quantity oy (h(l), Z;—1) isrelated to the sen-
sitivity of the state transitional distribution p.,|.,_, (Zi | Zi-1)
to changes in the value of the conditioning state vector z;_1 . As-
sumption 3.1 states that this sensitivity is uniform over all values
of Z1—1.

Assumption 3.1 might seem overly restrictive. However, as
illustrated in the sequel, it is valid for a wide range of dynamic
systems.

1) Class 3.1 (Systems With Linear Dynamics): Let the state
process satisfy

21 = @z +up + wy (13)
where the process noise {w; }$2; is a white sequence with pdf

Pw, (W1), and {u; }72, be a known deterministic input sequence.
In this case

Pz (Zi | Zim1) = puwy (Z0 — @21y — wp) (14)
so that equation (15) at the bottom of the page holds, thus satis-
fying Assumption 3.1. Notice that only the dynamics equation
is required to be linear. The measurement equation may be non-
linear, and the system noises are not restricted to be Gaussian.

2) Class 3.2 (Bernoulli Markov Chain): If {z}72 | is a
Bernoulli random sequence then

supp p.,_, = {0,1}. (16)
In this case, the admissible values of i are 1. Moreover, A; =
{0} and A_; = {1}, i.e., there exists only one value of Z;_;
corresponding to each value of h. Therefore, Assumption 3.1 is
trivially satisfied with
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3) Class 3.3 (Systems Satisfying the CRLB Regularity Con-
ditions With h — 0): Letting h — 0 yields

ai(h, Z1-1)
+oo
:/ p21|21_1(Zl | Zl—l)
1 T
+ §th—1pzl\Z171(Z1 | Zl—l)h
+le|Zlfl(Zl | Zl—l)R(h7 Zlvzl—l)) le
(13)

where the residual term, R(h, Z;, Z;—1), is o(h), i.e., it goes to
zero faster than h, and

(1>

VeR[EZE & .- 217,

¢ O¢ 9Cn

Y¢eR™ (19)

is the gradient operator. If the CRLB regularity conditions are
satisfied, the order of integration and differentiation may be in-
terchanged, yielding

Ozl(h7 Zl—l) =1

“+oco
+/ Pela 1 (Zi | Zi1)R(h, Zy, 7y 1) d7).

— 00

(20)

The integral in (20) is o(h). Thus, for sufficiently small values
of h, ay(h, Z;—1) does not depend on Z;_.

B. Lower Bound Restrictions and Notation

The derivation procedure of the sequential version of the
WWLB is based on the idea presented in [8]. The lower bound
for the state vector zj; is derived from the standard WWLB
applied to the entire history Zj11. For this lower bound, the
following notation is used. Let the matrices H(*+1) and G(*+1)
be the matrices defined in (1) and (3), respectively, when cal-
culated for the histories Zj41 and )Vj11. To permit sequential
calculation, the matrix H(*+1) is chosen to be block-diagonal

+oo H(0,0)
ar(h, Z1-1) = / \/szH(Zl | 0)p2y1=_, (Z1 | 1) dZy. H*+D = 1)
T (17) H(k+1,k+1)
ai(h(l), Zi1—1)
+oo

e [ e B 2+ b e (2 2002 (10

+oo

ai(h, Zi—1) = VPu,(Z1 = ®Z1_1 — Oh — w)pu, (Z1 — ®Z1_1 — wi)dZ,

+oo

= \/pml(W - Qh)pml(W)dW (15)

J —oo
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where the diagonal block

H(,0) = [n" n? h]eRT(22)
corresponds to the state vector z;. Let h; (without the su-
perindex) denote the jth column of the matrix H®**D  in
accordance with (1). Notice that, because of the block diagonal

structure of H(k+1)

T
h =lo,...,0,n® " 23
n(k+1)+i AR L) N | ( a)
n(k+1)
T
T
hnlﬂzlm...?mh}” ,0,...70] . (23b)
N—— N——
nl n(k+1-1)

In addition, let s; = 0.5,7 = 1,2,...,n. The following parti-
tion of the matrix G**1) is introduced

G*+1)(0,0) GFHD(0,k + 1)

G(k+l) — :
GFO(k+1,k+1)
(24)

G (k4 1,0)

where G*+1)(¢,n) € R"*™. Notice that due to the symmetry
of G(k+1)

GEFD (&) = GEFD (¢ )T (25)
Finally, let
Lo (Y 2V, 2 24
1 1
a Py |z (Yl | Zl( ))p21\21—1 (Zl( ) | Zl—1> (26a)

B 2 2
Py|z ()/l | Zl( ))pzl‘zl—l (Zl( ) | Zl—l)
and
K, (Zl+l7 Y Zl(1)7 Z1(2); Zl—l)

1
a Pziyq)z (Zl-l-l | Zl( )>

2
pzl+1|z1 (Zl+1 | Zl( ))

L (Y 20, 22 711

(26b)

IV. MAIN RESULT

In this section, the sequential version of the WWLB is
derived. For presentation clarity, only the main highlights of
the derivation are presented herein. A complete account of the
derivation details can be found in Appendix A.

The derivation procedure hinges on the following fact. For a
general Markovian dynamic system, the matrices G**1) and
G*) have the following form (see Corollary A.1):

. A B
k+1) _
Gy = {BT GO+ (k+ 1,k + 1)] (272)

GU“):{‘I’ S }

er G«(k)(k7 k) (27b)

2019
where

A= (;IlT G(ﬂf}(h k) (28a)
I 0

B= : (28b)
| GEFD (B E+1)
I 0

0= : (28¢)
L GOk —1,k)
I 0

Q= : (28d)
| GED(E —1,k)

and, in general, (2 # ©. However, when Assumption 3.1 holds,
Lemma A.6 states that

GO (ke k—1) = G® (k, k- 1) (29)

so that
N=0. (30)
Now, let .J; denote the inverse of the (I,[) block of elOl

The main result is now stated in the following Theorem.

Theorem 4.1: Consider a Markovian dynamic system. Let
H(,D,l = 1,2,...,k + 1 be a set of matrices, composed
from such columns for which Assumption 3.1 holds. Then, the
corresponding WWLB is given by

E\(zk41 = Zrg1jet1) (Zot1 — Zrgijigr)
>H(k+1,k+1)J L Hk+1,k+1)" (31
where the matrix Jy 1 is computed sequentially as
Jeg1 =GE(E+1,k+1)
— G (k4 1,k)
-1
X <Jk. + GEHD(E k) — GR)(k, k))
x G*TD (k. k + 1) (32a)
Jo =G(0,0) (32b)

and the (4, 7) entries of the matrices G(*+1) (¢, 7)) are computed
using (33a)—(33c), as shown at the bottom of the next page.

Proof: The result (31) follows from the definition of Jj 1
and the particular selection of the matrix H (k+1) ip 21). In
addition, the fact

GO = g(0,0) (34)

yields (32b).
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The recursion (32a) is proved as follows. Let C' denote the and (32a) is obtained upon substituting (38) into (35). Finally,

(k, k) block of A~L. It follows from (27), (28), and (30) that (33) follows from Lemma A.3. [ |
Remark 4.1: Notice that the selection of the matrices H (I, ()
Jepr =GF (k41 k+1)— BTA™'B may be not unique. Therefore, the result given by Theorem 4.1
_ G(k“)(k FLE41) - G(k“)(k 1,k consptutes, in essence, a wide class of WWLBS. Moreover, Fhe
(k1) matrices H(l,[) can be regarded as tuning parameters, which
x CG (k,k+1) ) (35)  can be used to tighten the bound.
C= (G<k+1>(k, k) — @T\p@) (36)
V. RELATION TO THE CRAMER-RAO LOWER BOUND
Jr =GP (k k) — 0Tve. (37)

Constituting a special case of the WWLB, the CRLB can
be recovered from it via a limiting procedure provided that the
well-known regularity conditions are satisfied [19]. It will be

—-1 shown now that the sequential CRLB, derived in [8], is a spe-
C= (Jk + G(k+1)(k> k) — G<k)(kv k)) (38)  cial case of the sequential version of the WWLB derived in

Using (37), (36) can be rewritten as

GFFD(k+ 1,k + 1)

=F

Ly (yk+1; Zp+1 + hﬁjil, Zk+1; Zk) — | Lit1 <yk+1; Zg4+1 — h;(:jrl, Zk+1; Zk))

X <\ Lyt <yk+1; Zp+1 + h;flp 2kt 1; Zk) — | Lrt1 (yk+1; 241 — h;(fﬂ)_l, 2kt 1; Zk) )]

X ! (33a)

E| | Lyt <yk+1; Zp41 + }L](:j_17 Zk+1; Zk) Ly11 <yk+1§ Zpg1 + h&)_p Zh413 Zk)]

E

GEFD(k 4+ 1,k);; = GED (kb + 1)F

=F

( Lyt <yk+1; Zhpt1 + h;(:j_l,zk-kl; Zk) — | L1 <yk+1; 2kl — h?ﬁ,l,zkﬂ; Zk))

X ( Ky <Zk+1,yk;zk + hg)72k;2k_1> — | Kk <Zk+17yk§zk - h?&kﬂ’ka))]
1

X (33b)

Lyt (yk+1; Zk+1 + hz(fJ)rp Zh+1; Zk) Ky (Zk+17yk§ 2+ b 21 Zk—l)]

E E

G(k'H)(k, k)v]

( Ky, <Zk+1,yk;2k + h,(:)72k;2k—1) — | Kk <Zk+17yk;2k - hi"’),zvk;zk_1>>
X ( Ky, <2k+1,yk;2k + h,(cj),zk;qu) — | Kk <2k+1,yk;zk - h,(cj),zk;qu))}

X L (33¢)

E|,| Kk (Zk-',-hyk; 2 + h](:)7zk§ Zk—l) Ky, (Zk+17yk§ 2 + h,(f),Zk; %4)]

=F

E
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Section I'V. To facilitate the development, the sequential CRLB
is presented next.

Theorem 5.1 (Tichavsky, Muravchik, and Nehorai, 1998):
Suppose that the joint distribution given in (7) satisfies the
CRLB regularity conditions [1, p. 72]. Define

Dyl = —E [AZInp., -, (zre1 | 25)] (392)
Df? = —E[AZ+ Inp., s, (z1e1 | 20)] = D'
(39b)
D = B [A%4 npsy e (i | 20)]
- E [Ajﬁi Inpy, .z (Wrr | Zk+1)} (3%¢)

where the operator Ag is defined, using the gradient operator,
as

Al £V V] (40)

Then, the sequential CRLB for this system is given by [8]
E|(zk41 — Zrprpert) (i1 — Zepps) T | = Tia ™! @D

where the Fisher information sub-matrix .J;, ; is computed via
the following recursion

(42a)
(42b)

* * -1
Ji1 =Di? = Dt (J; + DY) Dy?
Jyg=—FE [Aﬁg Inp,, (zo)]

Theorem 5.2: 1If the joint distribution given in (7) satisfies the
CRLB regularity conditions [1, p. 72], then the sequential CRLB
given in Theorem 5.1 follows from the sequential version of the
WWLB presented in Theorem 4.1, for the following selection
of the matrix H*+1);

H* Y = el o) xn(br2)y, € — 0. (43)

Proof: For conciseness, only the underlying idea of the
proof is presented herein. The proof details are deferred to
Appendix B.

For the particular selection of the matrix H**1) as given in
(43), the system under consideration belongs to Class 3.3 pre-
sented in Section III. Therefore, Assumption 3.1 is satisfied and
Theorem 4.1 holds. Using a Taylor expansion in (33) yields the
following expressions for the matrices: G (-, -)

GED (k4 1k +1) =2 DP 4o(c?)  (44a)
G(k+1)(k', k4 1) — G(k-i—l)(k +1, k)T

=e’Dy* +o(e?)  (44b)

G (k&) — G®) (k, k) =2 DL + o(2) (44c)
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where the matrices D;f are defined in (39). Substituting (44)
into (32a) yields the following recursion for Jj41:
Jk+1 _ €2D%2 _ E2 [D,}:Z + 0(52)]T
X [T + €2Dit + o(e%)]
x €2 [Di? + o(?)] + o (?)

-1
1
=¢? [D,%Q - D}t <E—2Jk + D}j)

(45)

2
><D,?+ 0(§2> ]

Let J;, ; denote the inverse of the WWLB in the case where
e — 0. According to (31), for the special selection of the matrix
H*+1 in (43), this inverse is given by

* . _ -1
Tigr = lim [H(k+ 1k + )T H(k + 1k + 1))

o1
Together with (45), (46) yields the recursion (42a). In addition,
for the particular selection of the matrix H (*+1)

G(O)(O,O) = —¢%’E [Ajg Inp,, (zo)] + 0(52) 47)

which yields (42b). [ |

VI. CONCLUSION

A sequential computational algorithm is presented for the
Weiss—Weinstein estimation error lower bound. Making use of
the state transitional distribution, the conditional distribution of
the measurements given the appropriate states and the marginal
state distribution, the new sequential form renders the appli-
cation of the Weiss—Weinstein bound feasible in a wide class
of dynamical systems, including hybrid systems. For a certain
choice of its parameters, this lower bound is shown to reduce to
the recently presented sequential Cramér—Rao lower bound, if
the corresponding system satisfies the Cramér—Rao lower bound
regularity conditions. Several applications of the new sequen-
tial form of the Weiss—Weinstein bound to filtering problems
in fault-prone hybrid systems are presented by the authors in a
companion paper.

APPENDIX A
LOWER BOUND DERIVATION DETAILS

This Appendix provides the derivation details of the sequen-
tial version of the WWLB for a general Markovian system.
The details are summarized in the following Lemmas and
Corollaries.

Lemma A.1: Consider the state and measurement time his-
tories as defined in (5), with joint distribution as given by (7).
Then, using the notation (26), the likelihood ratio (4) can be cal-
culated as in (A.la) and (A.1b), as shown at the bottom of the
next page, where the vectors h; are defined in (23).
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Proof: To prove (A.la), notice equation (A.2), shown at
the bottom of the page.

Equation (A.1b) is proved similarly. [ |

Lemma A.2: Equation (A.3a) and (A.3b), shown at the
bottom of the page, hold.

Proof: The result (A.3a) is proven as shown in equation
(A.4) at the bottom of the page. The result (A.3b) is proven
similarly. ]

Lemma A.3: Let G(kH)(E,n)U denote the (4,7) element
in the (£, 7) block of the matrix G**+1), and let ¢, < k. Then,
equations (A.5a)—(A.5c) at the bottom of the next page hold.
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Proof: Tt follows from the partitions (21) and (24) and the
structural relations (23) that

k+1
G(k+1)<£7 77)1] = Gi{ii?nn+j' (A.6)
The Lemma follows from using (A.1) in (3). [ |
Lemma A.4:
G ) =0, Vn<é—2 (A7)

Proof: Let & = k + 1. due to the Markov property, given
Zk, the product terms inside the expectation in the numerator

L(Yr41: Bkt + hnktis Ere1) = L (Yk+1; g1+ h,(fJ)rp Z+13 Zk) (A.la)
L(Yki1;Ert1 + hn=1)+is Zry1) = K (Zl+17Yl§ Z + hl(i)7 Z1; Zl—l) (A.1b)
L(Yk41; Ert1 + Pt 1)is Skt1)
_ Pz, Ve (Ek+1 + hn(k+1)+q‘,, Tk+1)
p2k+1,yk+1(Ek+17Tk+1)
Pyryilzrir (Yk+1 | Zk+1 + h;(:j_l) Pziiq|zn (Zk+1 + hl(clj-l | Zk)
- Dyriilzi (Zk+1 | Zk+1)pzk+1|zk(zk+1 | Zk)
k
> Hl:()pyl\zl (Yl | Zl)pzl|zl,1(Zl | Zl—l)
2
Hl:()pyl\zl (Yl | Zl)pzl|zl,1(Zl | Zl—l)
= L+ (Yk+1% Zgr + i)y, Zrs; Zk) (A2)
E [\/Lz(yl;zz +h,zi521-1) — \/Ll(yl;zz —hyzi32121) | 21—1] -0 (A.3a)
E [\/Kl(zl+1,y1;zl + h;ZZEZl—l) - \/Kl(zl+1:yl;zl - h,zl;zl_l) | Zl—l] =0 (A.3b)
E [\/Lz(yl;zz + bz 2-1) =V Li(yis 20— bz z-1) | 2171]
_ /+OO Py |z (le | Zl + h)pzz|2171 (Zl +h | Zl—l) _ Pyi |z (Y} | Zl — h)pzz‘2171 (Zl —h | Zlfl)
—00 pyl|z1 (le | Zl)pzz|2171 (Zl | Zl—l) pyl|zl (Yl | Zl)p21‘2171 (Zl | Zl—l)
X pytzs Yo | Z0) D2z, (21| Zi2r) dY1dZ
—+oo
:/ 2wtz 00 20 D) Do (Ze B | Za) Dy (V0| 20 e, (22 i) dYidZ,
+oo
_/ \/py,m Yl Zi=h)pyjz, (Zi=h | Zica) Dy )2y Yo | Z0) 02z, (Z0 | Zi21)dYdZ,
+oo
= / \/pylp, Y| Zi4+h)pager oy (Zi+ b | Zim1) pyyse Vi | Z0) Do)y, (Z0| Zi—1)dYid 2,
—+oo
- / \/pyIIZI (Yl | f) Pzi)z 4 (f | Zlfl)pyzlm (Yl | f‘}' h) Pzi)z 4 (6 +h | Zlfl)ledg =0 (A4)
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of G+ (k 4 1,7n);; are independent. Therefore, using the
smoothing property of the conditional expectation, the numer-
ator can be expressed as shown by (A.8) at the bottom of the
next page.

According to Lemma A.2, the first conditional expectation is
zero, which proves the Lemma. The proof for ¢ < k + 1 is
similar. ]

Lemma A.5: Let £, < k — 1. Then

GH(Em) = GM (&, n)

where G(*) is the Weiss—Weinstein lower bound G-matrix com-

(A9)
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Proof: According to (A.5c), the expressions in
G+ (¢,n) for £,n < k — 1 do not include either 31
or z+1. Therefore, they are identical in both G*+1) and G|
thus establishing (A.9). In addition, according to Lemma A .4

GUD (k) = 0= GO (k,n)

Vn<k—2 (A1l

which yields (A.10). [ |
Corollary A.1: In a general Markovian system the matrices
G*+1) and G*) can be written as

pute'd' for the state history until time k (see Theorem 4.1). In Gk+1) — [;T G(k‘*l)(k?— e 1)] (A.12a)
addition,
(k) _ \J ©
GO (k) = G k), Vn<k—2.  (A10) G = [@T G® (k, k)} (A.12b)
GHD(k+ 1,k +1);;
=F < Lyt (yk+1; 21+ h,(fip Zk+1; Zk) — | Lk+1 <yk+1; 2yl — h](:j_p 2k+15 Zk))
X < L1 (yk+1; Zp41 + h,(jll, Zh41; Zk) = u| Lrt1 <yk+1; Zht1 — hlgl)—lv 2415 Zk))]
1
x — (A.52)
E| | Li+1 (yk+1; 241+ h,(:j_p Zk+1; Zk) E|\| Li+1 <yk+1; Zk+1 + h,(jf_l’ Zk+1; 2k ]
G (k + 1,m)i5 = GE D (n, k + DT
=K < Lyt (yk+1; Zk41 + h;(c?_l, Zk41; Zk) — | L1 <yk+1; Zk41 — hg_l, Zht1; Zk))
K . h(j) . _ K e h(j) .
X | Zn1:Yns Zg + 07 205 Zn—1 n | Zn+1,Yns 2y n s 2n; An—1
1
x — (A.5b)
E| | Lit1 (yk+1; Zk41 + h?fil, Zk41; Zk) E|, K, (Zn+17 Yns 2y + hs;j)7 Zn; Zn—l)]
G(k+1)(f7 77)1'9'
=F < K, <z§+1,yg;2‘5 + héi),zé;z§_1> — | Ke <z§+1,yg;z§ — héi),zé;zé_l))
X < Kn <Z77+17 Yns 2y + h7(7j)7 Zn; Zn—l) - Kn <2n+1> Yns 2y — h7(7j)> Zn; Zn—l) )]
x (A.5¢)
E

Ke <Z£+1,ys; 2 +h), 2 Zs—1>

Kn (Zn-l-la Yns 2y + h7<7j)a Zns Zn—l)]
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where

A= S;I’T G(Hf}(k’ K (A.13a)
i 0

B = : (A.13b)
| GOk k+ 1)
r 0

0= : (A.13c)
LG®) (k= 1,k)
r 0

Q0= : (A.13d)
| G*HD (k- 1,k)

and, in general, Q) # O.

Whereas the results obtained so far do not require Assump-
tion 3.1, the next Lemma addresses systems satisfying this
Assumption.

Lemma A.6: Under Assumption 3.1

GFHD(k k- 1) = G¥) (k, k- 1). (A.14)

Proof:  According to the numerator of

G(’H‘l)(k, k —1);; is given by

( Ky <Zk+1>yk;zk+h1(:);zk§2k—1>
- Kk(2k+1,yk;2k—h,(f),Zk;Zk_1>>

X < K1 <Zk,yk—1;2k—1 + hl(cj)lazk—1§zk—2>

— | Ki—1 (Zk,yk—l; Zk—1— h;(fzp Zk—1; Zk-z))] .

(A.15)

(A.5¢)

E
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For notational simplicity, define

F(2ks Yk—1, Zk—1, Zk—2)

£ | Kroa (Zkayk—ﬁ Zp—1+ hf,)l,z:k_l; Zk—z)

— | Kr—1 <Zk7yk—1§ 21— hgcj_)pzk—l; Zk—z)-

(A.16)

Using this notation, the numerator of G+ (k, k — 1);; be-
comes (A.17), as shown at the bottom of the next page. Now,
using the smoothing property of the conditional expectation
yields (A.18), as shown at the bottom of the next page. Using
Assumption 3.1 yields (A.19), shown at the bottom of the next
page. Also

Pz, (Zk + h,(:)7 L1y s Zo) =0 VZ+ h;(:) ¢ suppp-,
(A.20)

yielding

Li (Yes Zu+ b, 25 Zer) =0V Zo+ b & suppps,

(A21)
Hence,
E \/Lk (yk; 2 + h;(:)ﬂk; Zk—l)
X f(2h, Yk—1, Zk—1,2k—2) | 2 = Zi| =0
Y 7y + h,(:) ¢ supp p., - (A.22)

E < L1 <yk+1§ Zp41 + hﬁﬁ,l, Zht1; Zk) — | Lkt (yk+1; 24l — }L;£Z4)_17Zk+1; Zk))

X < K, (Zn+1vyn?zn + h%j)vzn?zn—l) -

K’q (Zn—l—la Yns Zn — h’l<7])7 Zns ZH—I))

= E{E Lyt (yk+1; 21 + h;(:j_lazk-i-l; Zk) — a| L1 <yk+1; Zht1 — h,(jj_l, Zk41; Zk) | 2k

x E K, <Zn+17yn3zn + hgj),zn;zn_1> — | Ky <zn+1,yn;zn — h%j),zn;zn_1> | 2 } (A.8)
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Equations (A.19) and (A.22) yield (A.23), as shown atthebottom  derived similarly. Substituting (A.23) and (A.24) into (A.17)
of the page. Equation (A.24) at the bottom of the next page is yields (A.25), as shown at the bottom of the next page, where the

(1)
Paiyilze (Zk+1 | 2 + hy, (i)
E Li(yr; 21 + b7, 21 20—1)
Pzyiq)z (Zk-i-l | Zk) \/ k
pzk+1|2k (Zk+1 | Zk — hg) \/ (@)
- Li(yrize — by 2k 2k=1) | f(Zks Y1, 21, Z—2)
Pz )z (Zk-l‘l | Zk) k
pzk+1|zk (Zk-l—l | 2+ h](:)) \/ (i)
=F Li(yrs 21+ by 2 2e—1) [ (s Ykm1, Zh—15 Z1—2)
Pziiiz (Zk-i'l | Zk) k
Y0
pzk+llzk Zk+1 | Zk k (1)
- Li(yrs ze — by, 203 2i—1) f (20, Yk—15 Zh—1, Zk—2) (A.17)
Pz i1z (Zk-i-l | Zk)
h(’i)
pzk+1|zk, Z]C-‘rl | Zk + k (Z)
E \/Lk(yk;Zk + hy ', 2k 2k—1) f (20, Ye—1s Zk—15 Zh—2)
Pzyiq)z (Zk-l'l | Zk)
h(i)
pzk+1|zk Zk-‘rl | Zk + k
= E E | Zk
Pzip1]z (Zk-l'l | Zk)
x E [\/Lk(yk; Zp + h,(:); 213 2—1) F(Zhs Yk—1, Zh—1, Zu—2) | ZkH (A.18)
@)
Dasr|z | 2641 | 26 + Py,
E | Z = Zk
Pzyiq)z (Zk-i-l | Zk)
i (0)
= / \/sza- (Zk+1 | Z + hy, )szm (Zis1 | Zk)dZg41
= ak+1(h§:)) VZ,+ h,(:) € Supp pz, (A.19)
h(i)
Depirlon (2ot | 26 + Dy,
FE

\/Lk (yk; Zp + h;(;)yzk; Zkfl)f(zlmykflyZk7172k72)
Pzpyi|z (Zk-l'l | Zk)

= Qpy1 (h,(:)) FE

\/Lk (yk; zr + h,(:)7 2k; Zkfl)f(zlmykfla Zk—1, Zk2)‘| (A.23)
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last expectation is the numerator of G(*)(k, k — 1);;. Similarly, ‘ '
according to (A.5c), the denominator of G*+1)(k, &k — 1) = Qt1 (h,(;)) E|,|Lg (yk;zk + hg),zk;zk_l)]
becomes

E

=F

Ky (Zk-l-l;yk%Zk + h;(:),zk;zk—1> X E|\| Kr-1 <Zk Yh—1; Zk—1 + h( )1 21} Zk— 2)]
(A.26)
XE|,| Kr-1 <Zk,yk—1;2k—1 +h;(€]_)1,zk—1;zk—2>]
' Combining (A.25) and(A.26) yields (A.27), as shown at the
Drsr | (zk+1 | 2k + hg)) bottom of the next page. ]
E
p2k+llzk (Zk+1 | Zk)
X \/Lk (yk; Zk + h,(f),Zk; zk71) I ZkH APPENDIX B
DETAILS OF PROOF OF THEOREM 5.2
X FE

Ki_1 <Zk7 Yk-13 261 + h,(le, 2k-1; Zk2>‘|
This Appendix provides the derivation details of (44).

Pziqy)z (Zk'H | 2x — hl(:))

Pziy1]z (Zk-l'l | Zk)

E \/Lk (yk; 2 — h;(:),zk; Zk—l)f(zk;yk—lazk—laZk—?)

= o (n") B

\/Lk (yk; 2 — hg)ﬁk; Zk—l)f(zk;yk—laZk—lazk—z)] . (A24)

Dz |z (Zk+1 I Ze + h](;)) ()
E Ly (yk; zp + hy”, 2 Zk—l)
pzk+1\zk (Zk+1 | Zk)

Pziyi|2 (Zk+1 | Rk — hg))

- \/Lk (yk; 2z — hEJ),Zk; Zk—l) J(Zry Yr—1, 21—1, Z1—2)
Pzyiq]z (Zk-i-l | Zk)

= Qg1 (h,(f)) E \/Lk (yk§ 2+ hg),zk; Zk—l)f(zlmyk—l,zk—l,zk—2)

ykvzk Ec)aszZk—l)f(zkayk—lvzk—lyzk—Z)]

ykazk+h() 2k 2k—1) — \/Lk (kaZk_hl(:)azMZkl))

(\} k—1 Zk,yk 13 2k 1+h;(c)1,zk 15 26— 2)

K1 Zkayk 15 Zk— 1—h;(£172k—1;2k—2> (A.25)
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Using a Taylor expansion in (33) yields (B.1), as shown at the
bottom of the page, where zl(l) is the ¢th component of the state
vector z;. Similarly

\/Kl(zu-l,yl; 2+ b 2z

146 [81npz1+1|z1 (2141 | 20)  Olnpy,., (ni | 21)

2 8zli) azf’i)
olnp.,., . _
L Pz] (E)zl'zl ) +o(e). (B.2)
0z,

Notice that, by the smoothing property of the conditional
expectation

Y LYY
8le
dlnpy, . (yi | =)

=F 3
8le

E

0 Foo
- —/ Pt (Vi | 20) dY;
821(1) —00 J‘

The change of order between integration and differentiation in
(B.3) is justified by noting that the system satisfies the CRLB
regularity conditions. Similarly

=0. (B.3)

2027

Also, using again the smoothing property of the conditional ex-

pectation but conditioning upon all components of z; but zl@)

yields

olnp., ., , _
E[ np. 1z, (2| 2 1)] —0. (B.5)

8zli)

Now, taking mathematical expectation of both sides of (B.1) and
(B.2) and substituting (B.3), (B.4), and (B.5) yields

E |:\/Ll(yl§ 2+, z; Zl—l):| =1+o(e)
(B.6a)

E |:\/Kl(2l+1ayl§ 2+ 0D, z; le):| =14o(e)
(B.6b)

which means that the denominators in the expressions
G*+D(¢,m);; given in (33) are all 1 + o(e). To compute
the numerators in the expressions for G(k+1)(§,n),;j notice
that, according to (B.1) and (B.2)

\/Lz(yz; 2+ b 2z

- \/Lz(yl;zz — 25 z)
. [alnpy,z, (| 22)

olnp., ., (2| 21-1)

92" + o(e) (B.7)
GO (k= 1)ij = anga (h)
xE [(\/Lk(yk;zk + h;(j)azhzk—l) - \/Lk(yk;zk - hjgi)yszk—l))
X Ky <Zkayk—1§ Zp—1 + h,@l,zk_l; Zk—2> — | Kr—1 (zk7yk_1; Zk—1 — h,(f_)l Zk—1; zk_2>
1
X
/ (4) E L . / (7) . E K . ] ©)) .
art1(hy”) k| Yks 2k + 1y 5 25 2e—1 k—1| ZksYk—152k—1+ Ny 1, 2k—1; Zk—2
=G®(k, k- 1); (A27)
\/Ll(yl;zl + bz z)
h(’i) h(’i)
Py, |z \ Yt | 2+ 1 Pzi|zi—1 | 2 + 1 | Zl—1
a Py|z (vt | Zl)il7z,|z,,1 (zt | z1-1)
_14c dInpy, ., (yl | 2)  Olnp.,_, /(Zz | 21-1) +o(e) B.1)
2 azlz) azl(b)
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and yielding (B.11) at the bottom of the page. Similarly, substituting
(B.7) and (B.8) into (33b) gives
\/Kz(21+173/l; z + h;i),zz; 21-1) G (ke k + 1)
- \/K1(21+1;yl;21 - h'l(i)vzl;le—l) = E[(alnpzk+1|Zk(()2k+1 | z1) + alnpyk|zk(()yk | 1)
8 K3 a K3
_ |Olnp iz (s [ 2) | Olapy,., (ui | 21) “ “k
= PNO) PNO) +31npzk|zk_1 (Zk | 2p—1)
o1 (2| 11) 95,
npzllzl—l 21| Z1-1
821(2.) + 0(5)- (B.S) y <(91npyk+l|zk+l (yk+1 I Zk+1)
8'21(:421
Substituting (B.7) into (33a) yields +81npzk+1\zk( (2k+1 | Zk)) e 4 0(52).
az ])
k41
GED (1 1,k + 1), (B.12)
= 1 Using the smoothing property of the conditional expectation it
L+ o(e) can be shown that
dlnp,, (Yr+1 | Zeg1)
2 Yrt1lZe41 + +
x Ele < 8Z(z) E 81npzk+1|zk- (Zk+1 | Zk) 81npyk+1|21\»+1 (yk+1 | Zk+1) -0
o 82,(:) 32,(21
+81np2k+1|zk(‘§2'k+1 | Zk)) ' (B.13a)
0z;" ;
Zk+1 E 81npyk|zk (yk | Zk) 81npyk.+1|zk+1 (yk+1 | Zk+1) -0
" <3lnpyk+1|zk+1 (Yrt1 | 2k+1) azl(ci) 821(£1
(9) .
02}, (B.13b)
_|_81np2k+1|zk(j()zk+1 I Zk)) n 0(62)] . (BY) E 31szk|zk71(g)zk | Zk—l) 31prk+1|zk+l(J()yk+1 | Zk+l) —0
azk+1 0z, 8zk+1 |
(B.13¢)
But P> dlnpy, |-, (yk | 2x) Olnp., )2, .(Zk+1 | 2k) 0
PRD o7
Olnpy, o (yi | 20) Olnps s, (21| 20-1) (B.13d)
E ) %) o1 (2 | 25-1) 01 (2141 | 2)
ale azl] E NPzp)zpe—1 Bk | Zk—1 DPzy1]ze \BR41 | 2k -0
82,(;) 82,(:21 '
ol -
—rlE NPy, |z ()yl | Zl) | 2 (B.13e)
8211
O payjsy, (2] 21-1) Hence
) |z | =0 (B.10) (k1)
0z’ GFHD (b k + 1),
GE Yk + 1,k +1);;
_ 1 ZE 81npyk+1lzk+1 (yk-i-l I Zk-i-l) alnpyk+1\zk+1 (yk+1 I Zk+1)
1+ o(e) Bz,(;)_l 8219421
+82E 81npzk+llzk(igzk+1 | Zk) alnpzk+1\2k(j()zk+1 | Zk)] + 0(62)>
Iz 9z 4
0?21 . np, ...
= et | TPk B | ZHI)] ~erp | TP Gt [y ) (B.11)
02110244 0231107244
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_2p Olnp. )z (e | 21) so that
@)
9z, GO (k, k);
(91npzk+1|zk( .()Zk+l | Zk) n 0(82) = G(k)(k;, k‘)i]’
J
Oz {q o 1P Inpe 1z (2 | 21) 5
921 ( | 1) -F (D) 5, (1) +o(e7)-
— _2E NPzpyq|zr \BE+1 | 2K + 0(62) azk azk
0:0:0). ' (B.19)
(B.14)  Using the definitions (39) one can observe that
In addition, substituting (B.8) into (33c) yields G D(E+1,k+1)=e2D? +0(¢?)  (B.20a)
(k+1) _ (k+1) T
GOk ) G (kk +1) = GO (k4 1, k)
o =e?Di? +o(e?)  (B.20b)
Jdln z z dln z
—2F Pzigr]zi ( k+1 | 2k) Dyy |z, (yk | 21) G(k+1)(k‘, k) — G(k)(k7 k) :€2Di1 + 0(82) (B.20c)
82(1) 82(1)
k k which are (44).
alnpzklzk—l (Zk | Zk—l)
i REFERENCES
az(l)
k [1]1 H.L. Van Trees, Detection, Estimation, and Modulation Theory. New
81npzk+1|2k (Zk+1 | Zk) | 0 lnpyk|Zk (yk | Zk) York: Wiley, 1968, pt. Part L.
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